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Abstract
Network science was used to examine different dimensions of phonological similarity in 
English. Data from a phonological associate task and an identification of words in noise task 
were used to create a phonological association network and a misperception network. These 
networks were compared to a network formed by a computational metric widely used to assess 
phonological similarity (i.e., one-phoneme metric). The phonological association network and 
the misperception network were topographically more similar to each other than either were 
to the one-phoneme metric network, but there were several network features in common 
between the one-phoneme metric network and the phonological association network. To 
assess the influence of network structure on processing, we compared the influence of degree 
(i.e., neighborhood density) from each of the networks on visual and auditory lexical decision 
reaction times obtained from two psycholinguistic megastudies. The effect of degree differed 
across network types and tasks. We discuss the use of each approach to determine phonological 
similarity and a possible direction forward for language research through the use of multiplex 
networks.

Keywords
Phonological similarity, phonological associate, misperception, network science, one-phoneme 
metric

Corresponding author:
Nichol Castro, Department of Communicative Disorders and Sciences, University at Buffalo, 3435 Main Street,  
122 Cary Hall, Buffalo, NY 14214, USA. 
Email: nicholca@buffalo.edu

1095455 LAS0010.1177/00238309221095455Language and SpeechCastro and Vitevitch
research-article2022

Original Article

https://uk.sagepub.com/en-gb/journals-permissions
https://journals.sagepub.com/home/las
mailto:nicholca@buffalo.edu
http://crossmark.crossref.org/dialog/?doi=10.1177%2F00238309221095455&domain=pdf&date_stamp=2022-05-18


2	 Language and Speech 00(0)

1  Introduction

Phonological similarity influences a wide range of cognitive processes including working/short-
term memory (Goh & Pisoni, 2003; Vitevitch et al., 2012), word learning (Stamer & Vitevitch, 
2012; Storkel, 2004), spoken-word recognition by monolinguals and bilinguals (Luce & Pisoni, 
1998; Sommers, 1996; Vitevitch, 2002; Vitevitch & Luce, 1998, 1999; for a review see Vitevitch 
& Luce, 2016), spoken word production in typically developed adults and in people with certain 
language disorders (Gordon, 2002; Munson & Solomon, 2004; Scarborough, 2012; Scarborough 
& Zellou, 2013; Vitevitch, 1997; Vitevitch & Stamer, 2006), and reading (Yates et  al., 2004). 
Although effects of phonological similarity on cognitive processing have been observed and repli-
cated in each of these (and other) domains, and typically produce effect sizes (e.g., Cohen’s d) that 
are medium to large in size, definitions of phonological similarity vary across and within different 
research domains. The present study of English words sought to examine three different definitions 
of phonological similarity, and how those different definitions might be reflected in processing. We 
used the mathematical techniques from network science to construct networks reflecting the differ-
ent definitions of phonological similarity and compared the resulting network structures. We then 
used data from psycholinguistic megastudies to examine how the different network structures 
might influence language-related cognitive processes.

1.1 Definitions of phonological similarity

Consider first the definition of phonological similarity as found in the phonological similarity 
effect studied by working memory researchers. In the phonological similarity effect, it is typically 
observed that lists of letters, such as c, b, d, and v, are recalled less accurately than lists of letters, 
such as c, r, m, and k (e.g., Conrad & Hull, 1964). The names of the letters c, b, d, and v are often 
described as “sounding similar” to each other, whereas the names of the letters c, r, m, and k are 
often described as “sounding dissimilar” to each other. More recent research has instead defined 
these phoneme-sized units in terms of the phonetic features that comprise them and found that 
acoustically similar lists of phonemes (e.g., /pa-ta-ka/) were recalled less accurately than lists of 
dissimilar phonemes (e.g., /fa-na-ga/) when the response did not require overt articulation (i.e., 
saying the items out loud). However, when the response did require an overt articulation perfor-
mance for acoustically similar and articulatorily similar lists of phonemes (e.g., /da-la-za/) were 
both recalled less accurately than lists of dissimilar phonemes (Schweppe et al., 2011). The work 
of Schweppe et al. (2011) hints that “phonological similarity” is not a simple or monolithic con-
struct. From this work, we see that “phonological similarity” includes not only how phonemes 
sound (i.e., acoustic-phonetic features) but also how a speaker must move the articulators to pro-
duce the phonemes (i.e., articulatory features).

Furthermore, we see that the phonological similarity effect studied by working memory 
researchers has also been observed when the definition of phonological similarity is operational-
ized as phoneme overlap. Lists of words that share phonemes, such as cat, fad, pan, and map, are 
typically recalled less accurately than lists of words that do not share phonemes, such as bar, kid, 
sun, and toe (Baddeley, 1966). Thus, even within the well-studied phenomenon of the phonological 
similarity effect studied by working memory researchers, we see variability in the definition of 
phonological similarity.

Now consider how phonological similarity is defined in studies of various language-related 
processes. Studies of bilinguals often compare the processing of cognates, or words from two dif-
ferent languages that are similar semantically and phonologically, such as vampire (English) and 
vampiro (Spanish), to the processing of noncognate words such as beehive (English) and the 
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Spanish equivalent colmena (Gollan & Acenas, 2004). In studies of visual word recognition (also 
known as reading) we see words that are homophones (i.e., pronounced the same), but not homo-
graphs (i.e., spelled differently, such as you and ewe) being defined as phonologically similar 
(Lindell & Lum, 2008). We also find perfect rhymes (i.e., words that are phonologically identical 
from the final stressed vowel onward) and imperfect rhymes (i.e., where vowels/consonants that 
follow the final stressed vowel may differ) in studies of poetry and rhyme processing (Knoop 
et al., 2021), further increasing the variability in what it means for words to be phonologically 
similar.

In studies of spoken word recognition, we see that words composed of phonemes that share 
some phonetic features are “phonologically similar” enough to influence processing via form prim-
ing, despite none of the phonemes in the prime and target overlapping. For example, Luce et al. 
(2000) showed that words like pill would interfere with the speed and accuracy with which a word 
like tear was responded. Note that each phoneme in the words pill and tear share several phonetic 
features (e.g., /p/ and /t/ are both voiceless stops, but differ in place of articulation), resulting in the 
activation of pill (the prime in the form-priming task) competing with and therefore slowing down 
responses to the target word, tear. Thus, two words may be “phonologically similar” even when 
they do not have any phonemes in common.

Perhaps, the most common way that phonological similarity is operationally defined in studies 
of various language processes is with a variant of Hamming or Levenshtein distance, which are 
metrics commonly used in information theory and computer science to compare two strings of 
symbols or characters (e.g., Greenberg & Jenkins, 1964; Landauer & Streeter, 1973; Luce, 1986; 
Pisoni et al., 1985). Using this metric, two words are said to be phonologically similar if they differ 
by the addition, deletion, or substitution of a single phoneme. Thus, the word cat would be consid-
ered phonologically similar to the words scat (via one-phoneme addition); _at (via one-phoneme 
deletion); and fat, cot, and cab (via one-phoneme substitutions) in addition to other words (either 
in the same language or in another language; Vitevitch, 2012).

Although the one-phoneme metric is simple to implement and widely used, it is far from perfect 
and has been criticized for several reasons. One criticism is that the metric is not “cognitively 
grounded,” meaning that the simple computational metric does not closely match perceptual dis-
tances (Luce, 1986; Wieling et al., 2014). That is, in the one-phoneme metric, each phoneme is 
considered to be equal to all other phonemes (i.e., a consonant can be substituted for a vowel, and 
it is equally likely that one consonant will be replaced by another consonant). However, when 
looking at the confusion matrices of phoneme perception in noise reported by Miller and Nicely 
(1955), for example, one does not see a consonant being perceived as a vowel, and some conso-
nants are more similar to each other than others. Similar patterns of substitution tend to be observed 
in speech production error data as well (Stemberger, 1992). Furthermore, the data in the confusion 
matrices reported by Miller and Nicely (1955) show clear asymmetries in substitution. That is, /k/ 
may often be misperceived as /p/, but /p/ is misperceived as /k/ less so. The one-phoneme metric 
does not capture such differences.

Another criticism against the one-phoneme metric points to the importance of the position in 
which the phoneme change occurs in the word (e.g., Fricke et al., 2016; Turnbull & Peperkamp, 
2017). In the one-phoneme metric, a phoneme change at the beginning of the word is equivalent to 
a phoneme change at the end of a word. However, previous studies have demonstrated that process-
ing is influenced by the number of positions in a word that can be altered to produce another word 
(Vitevitch, 2007), that the onsets of words are important in processing (Marslen-Wilson & 
Zwitserlood, 1989; Vitevitch, 2002; cf., Connine et  al., 1993), and that the ends of words are 
important in processing (De Cara & Goswami, 2002). The one-phoneme metric does not capture 
the different influences that phoneme changes may have in different positions of a word.
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Increasingly, more complex metrics have been proposed that include more parameters to capture 
various dimensions of “phonological similarity” (e.g., Hahn & Bailey, 2005; Strand, 2014; Suárez 
et  al., 2011). In the present study, rather than proposing yet another computational metric, we 
instead used the tools of network science to explore some of the dimensions that contribute to the 
concept of “phonological similarity” and to examine how those different dimensions of phonologi-
cal similarity might influence the way in which representations of words are organized in the 
mental lexicon, that part of long-term memory that stores language-related information.

1.2 Network science terminology and measures

To examine different dimensions of phonological similarity, the present work was inspired in part 
by the work of several researchers who used the techniques from network science to examine dif-
ferent definitions of semantic similarity by considering the structure found among words that are 
“semantically similar” to each other (for review, see Baronchelli et al., 2013; Beckage & Colunga, 
2015; Siew et al., 2019; see also https://cqllab.upc.edu/biblio/networks/). A network (sometimes 
referred to as a graph in Mathematics) is composed of nodes, which represent some sort of entity, 
and edges between nodes (sometimes referred to as “neighbors”) to represent some sort of relation-
ship between the connected nodes. Semantic networks have been defined in a variety of ways 
based on different definitions of semantic similarity. Consider, for example, the work of Steyvers 
and Tenenbaum (2005), where three different networks of “semantically similar” words were 
examined. In one network, nodes were the cue and target words from a semantic association task 
(Nelson et al., 2004) with connections between cues and their respective targets. In the second 
network, nodes were words from Roget’s (1911) Thesaurus and they were connected if they shared 
at least one class in common. In the final network, nodes were words found in WordNet (Miller, 
1995), and they were connected if they were antonyms (e.g., tall and short), hypernyms (red is a 
color), or meronyms (cats have tails). Despite defining semantic similarity in three different ways, 
Steyvers and Tenenbaum (2005) found several structural similarities among the three different 
types of semantic networks.

In contrast to the study of semantic networks, there has been only one prominently studied pho-
nological network; one based on the one-phoneme metric (Vitevitch, 2008). That is, nodes repre-
sent words in the dictionary and two words are connected if they differ by only one phoneme 
through addition, substitution, or deletion (Vitevitch, 2008). In the present study, we compared the 
network structure that results from using the simple computational metric of phonological similar-
ity, to networks formed by using behavioral data to determine the “phonological similarity” 
between words (e.g., a phonological associate task, Neergaard & Huang, 2019; a phonological 
verbal fluency task, Neergaard et al., 2019). By comparing the structure of networks formed from 
using three different definitions of “phonological similarity,” we hoped to gain further insight into 
the various dimensions that contribute to phonological similarity.

Analysis of networks requires careful definition of nodes and connections between nodes, 
relying heavily on theoretical motivation. Whereas nodes may be more straightforward in the case 
of language networks (i.e., words), connections between nodes can vary not just in the type of 
similarity (e.g., semantic vs. phonological), but in directionality and weighting. In terms of direc-
tionality, edges can be directed (also called arcs) or undirected. For example, consider a free 
association network based on free association data, where a cue word elicits a response word from 
participants. Here, an undirected edge would indicate bidirectionality, so an edge between node A 
and node B would imply that A (as a cue word) leads to response B and that B (as a cue word) 
leads to response A. On the other hand, a directed edge would indicate a relationship with direc-
tionality. For example, if only A (as a cue word) leads to response B (and B as a cue word does 
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not lead to response A), then a directed edge (often represented as an arrow) would extend from 
node A to node B.

In addition, edges could be represented with weighting. An unweighted edge means that the 
strength of the relationship between nodes is not represented (or is assumed to be equal), while a 
weighted edge means that values of some sort are associated with the edge to represent the strength 
of the relationship between nodes. In the case of a free association network, weighting could rep-
resent the frequency with which a particular cue-response pair was produced across participants, 
such that greater weighting represents a more common cue-response pair and weaker weighting 
represents a less common cue-response pair. Finally, degree is simply a count of how many edges 
a node has.

Once the nodes and edges in the system of interest have been identified, a web-like structure, or 
network, emerges. Various measurements can then be made of individual nodes, of groups of 
nodes, or of the overall network structure. Critically, the way in which a network is structured can 
have important implications for not just how processing occurs in the network (Strogatz, 2001), but 
also for the growth and stability of the network over time (Albert et al., 2000; Newman, 2003b). In 
what follows, we outline several measures commonly used to assess the structure of a network, and 
provide examples based on the previously studied one-phoneme metric network given our focus on 
capturing different dimensions of phonological similarity (Vitevitch, 2008).

One way to characterize the overall structure of a network is to consider the location of nodes, 
particularly in networks that are not fully connected and contain disconnected subnetworks, or 
components. In networks that are not fully connected, nodes can reside in one of three locations: 
the giant component (i.e., the largest connected component of the network), smaller components 
(called lexical islands in phonological networks; Vitevitch, 2008), or they may be isolates that are 
not connected to any other nodes in the network (called lexical hermits in phonological networks; 
Vitevitch, 2008). Previous analyses of words in an English phonological network constructed using 
the one-phoneme metric (Arbesman et  al., 2010; Vitevitch, 2008) found that 34% of the word 
nodes resided in the giant component of the phonological network in contrast to many other real-
world networks where 80%–90% of nodes reside in the giant component (Newman, 2001). Having 
a relatively small giant component with many smaller components may contribute to the resilience 
of the phonological network to node removal (Arbesman et al., 2010). Furthermore, the lexical 
processing of words differs based on their location in the phonological network; Siew and Vitevitch 
(2016) found that words located in lexical islands were more quickly recognized and accurately 
recalled than words located in the giant component, even when controlling for a number of other 
psycholinguistic variables.

Another way to evaluate the overall structure of a network is to assess whether it has a small-
world structure (Kleinberg, 2000; Watts & Strogatz, 1998), whose name comes from the “six-
degrees of separation,” small-world phenomenon described by Milgram (1967). The idea here is 
that two randomly selected nodes in the network are connected via a small number of connections 
by taking advantage of key structural features, such as short-cut paths and high clustering. In the 
pioneering work of Watts and Strogatz (1998), two network measures were calculated to determine 
if a network had a small-world structure: average shortest path length and average clustering coef-
ficient. Average shortest path length captures the average distance (i.e., number of edges) between 
two nodes in the network and average clustering coefficient captures the relative amount of inter-
connectivity among the neighbors of a node. A network is said to have a small-world structure if: 
(1) the average shortest path length is about the same as the average shortest path length of a com-
parably sized network whose connections are placed at random and (2) the average clustering 
coefficient is several orders of magnitude larger than the average clustering coefficient of a com-
parably sized network whose connections are placed at random.
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More recently, a statistical measure called small-worldness has been developed (Humphries & 
Gurney, 2008) that considers similar ratio comparisons between average shortest path length and 
average clustering coefficient of observed and comparably sized random networks. Small-world 
networks are interesting because search and spreading processes are extremely efficient and rapid 
on such networks compared to comparably sized networks that are structured in some other way 
(Kleinberg, 2000). Thus, having a small-world structure in the phonological network may be 
important for quick and efficient word retrieval in daily communication.

In addition to the small-world structure of a network, researchers often assess the overall net-
work to determine if it exhibits a scale-free structure. In a scale-free network, most nodes in the 
network have few connections, but a few nodes have many connections, leading to a degree distri-
bution that follows a power-law function. (The degree distribution of a network can be visualized 
by the histogram of node degree, depicting how many nodes have degree = 0, degree = 1, degree = 2, 
and so on). Scale-free networks are interesting because they have been shown to be resilient to 
attempts to damage the network (Albert et al., 2000; Barabasi & Albert, 1999). In the context of 
language networks, the damage could represent degraded connectivity between words or eventual 
loss of words. Although the semantic networks examined by Steyvers and Tenenbaum (2005) 
exhibited scale-free characteristics, the degree distribution of the phonological network formed 
with the one-phoneme metric (Arbesman et al., 2010; Vitevitch, 2008) was instead best fit by an 
exponential or truncated-exponential function (see also Broido & Clauset, 2019), rather than a 
power-law function.

Mixing patterns in a network, or the way in which nodes tend to connect to other nodes in a 
network, is another way to characterize the overall structure of a network. For example, in a social 
network, people tend to be connected to others who have the same gender, race, or age. Other 
properties of nodes, like degree, can be assessed for mixing patterns. In a network that shows 
assortative mixing by degree, nodes with high degree tend to connect to other nodes with high 
degree (and low-degree nodes tend to connect to other low-degree nodes). In a network that shows 
disassortative mixing by degree, nodes with high degree tend to connect to other nodes with low 
degree (and vice versa; Newman, 2003a). No mixing by degree indicates no relationship between 
the degree of a node and the degree of connected nodes.

Vitevitch (2008; see also Arbesman et al., 2010; Turnbull & Peperkamp, 2017) found that the 
phonological network formed with the one-phoneme metric exhibits assortative mixing by degree. 
This assortative mixing pattern is not just a feature of the network structure, but is also observed in 
linguistic behavior; participants were more likely to respond with a word of the same degree in a 
variety of psycholinguistic tasks (e.g., hear a high degree word and respond with a similar sound-
ing high degree word; Vitevitch et  al., 2014). Networks with assortative mixing by degree are 
hypothesized to be more resilient to targeted node removal (e.g., removing nodes with the highest 
degree first) than networks with disassortative mixing by degree (Newman, 2003a). Arbesman 
et al. (2010) found in phonological networks across a variety of languages that the average path 
length of the network remained relatively consistent when removing nodes by degree (highest 
degree first), indicating that the networks remained well-connected. This feature of a phonological 
network may also have important implications for the resilience of language processes despite 
certain neurological diseases, stroke, or even healthy aging.
Finally, community structure refers to how groups of nodes connect to each other beyond the 
immediate neighborhood. Specifically, communities are groups of nodes that tend to connect to 
each other more than they connect to nodes in another community (Newman & Girvan, 2004; 
Ravasz & Barabási, 2003). Siew (2013) extracted the community structure of the giant compo-
nent in the phonological network formed with the one-phoneme metric, and found 17 commu-
nities ranging in size from 31 to 697 nodes. Furthermore, Siew (2013) found that words within 
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a community tended to share similar biphone sequences (e.g., the sequences /ɨn/, /bɨ/ and /ᴈb/ 
as found in the words “urban,” “turbine,” and “bourbon”) with each other as compared to words 
in other communities. The community structure of a network could impact the ease of word 
retrieval and other language processes (e.g., Vitevitch et  al., 2021), but this remains to be 
tested.

2  Research question

In the present study, we sought to examine different dimensions of “phonological similarity” using 
network science to assess how the organization of words in the mental lexicon might vary as a func-
tion of the different aspects of phonological similarity that each definition captures, akin to what has 
been done in the study of semantic similarity networks (see Steyvers & Tenenbaum, 2005). Using 
network science to study phonological similarity is not new, but has primarily used the one-pho-
neme metric to define edges in the network (see Vitevitch, 2008). However, studies have pointed out 
that certain topological features of phonological networks derived from the one-phoneme metric can 
also be found in randomly generated phonological networks (Brown et al., 2018; Gruenenfelder & 
Pisoni, 2009; Stella & Brede, 2016a), increasing the need to understand the dimensions of phono-
logical similarity and how those dimensions might influence network structure and processing.

In addition to using the one-phoneme metric to define phonological similarity, we defined pho-
nological similarity using behavioral responses from human participants in two different behavio-
ral tasks to shed light on how phonological similarity may be represented in the mind. To obtain 
behavioral responses from human participants that elicited “explicit” responses to define phono-
logical similarity, we used the phonological association task in which participants report which 
word(s) in their lexicon sounds similar to a cue word we provided to them. This task is similar to 
the commonly used semantic associate task (Nelson et al., 2000), but instead requires participants 
to provide a phonologically related word rather than a semantically related word as a response (see 
Supplementary Material for details on the phonological association task and data; see also 
Neergaard & Huang, 2019).

To obtain behavioral responses from human participants that elicited “implicit” responses to 
define phonological similarity, we used misperceptions of words heard in noise (Felty et al., 2013). 
We assumed that when participants misperceived a word presented in noise, they would produce a 
response that was phonologically similar to the stimulus, rather than a response that was completely 
unrelated to the degraded stimulus. Thus, we can infer what responses are phonologically similar to 
the target word by considering what participants produce on error trials. In contrast to the phonologi-
cal association task, which explicitly asked participants to produce a word in response to the cue, 
participants in the identification of words in noise task were simply asked to indicate what they heard, 
which resulted in many word responses that we assumed were “phonologically similar” to the cue 
word, but occasionally resulted in nonwords as well. Given the perceptual nature of the identification 
of words in the noise task, we elected to include both the word and nonword responses in the network 
that we constructed to more fully capture a “perceptual” dimension of “phonological similarity.”

Using the tools of network science, we analyzed a phonological association network (PAN), a 
misperception network (MPN), and a network constructed from the one-phoneme metric to examine 
the different dimensions that may contribute to “phonological similarity.” Furthermore, we used the 
data from two psycholinguistic mega-studies (Balota et al., 2007; Goh et al., 2020) to examine how 
the different definitions of phonological similarity might also influence language processing. In an 
exploratory analysis, we considered the influence of degree (referred to as neighborhood density in 
the psycholinguistic literature), as calculated from each of these three different phonological net-
works, on the existing megastudy data from an auditory and a visual lexical decision task.
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3  Network analysis of phonologically similar words

Because behavioral studies have found that various structural characteristics of the one-phoneme 
metric network influence the perception, production, and learning of spoken words (e.g., Chan & 
Vitevitch, 2009, 2010; Goldstein & Vitevitch, 2014, 2017; Vitevitch & Castro, 2015), it is impor-
tant to consider how different dimensions of “phonological similarity” might influence the overall 
organization of words stored in the mental lexicon and how those potentially different network 
structures might influence various language-related processes. To that end, we constructed net-
works of words that were “phonologically similar” using (1) responses from a phonological asso-
ciation task (see Supplementary Material for details on the phonological association task and data) 
that “explicitly” captured phonological similarity (henceforth the PAN), (2) misperceived responses 
of words heard in noise that “implicitly” captured phonological similarity (Felty et  al., 2013; 
MPN), and (3) as a point of comparison a computational, one-phoneme metric using the phono-
logical association data (see also Vitevitch (2008); henceforth, the one-phoneme metric network, 
1PN]. Then, we used an information-theoretic approach, called Network Portrait Divergence 
(Bagrow & Bollt, 2019), to obtain a coarse overview of whether these networks differed in their 
topological structure and considered a more fine-grained view of these networks by directly com-
paring several network measures discussed previously.

3.1 Method

3.1.1 Network creation.  Phonological association data were used to construct the PAN. We provide 
a brief review of the data, but further details are provided in the Supplementary Material. In the 
phonological association task, participants were shown a cue word on the computer screen and 
responded by typing up to three words that sounded similar to the cue word. This task has been 
used in other studies to assess phonological similarity, where cues are words (also called a neigh-
bor generation task; Muneaux & Ziegler, 2004; Neergaard & Huang, 2019; Vitevitch et al., 2014, 
2016), syllables (Neergaard & Huang, 2019), or nonwords (also called a word reconstruction task; 
Cutler et al., 2000; Luce & Large, 2001; Van Ooijen, 1996). Because a large database of phono-
logical associates was not available for analysis in the present study, we obtained phonological 
associates to 9,371 cue words, representing a range of word lengths, frequencies, and parts of 
speech, which resulted in the generation of 77,451 cue-response pairs. We retained all response 
words that were produced, regardless of morphological similarity (e.g., walk, walks, and walked) 
or derivation (e.g., discern and discernment). Because the present study is interested in phonologi-
cal similarity, but not semantic similarity, homophones were treated as a single wordform (i.e., 
node in the network). Homographs (e.g., dove the noun and dove the verb) were rare; in such cases, 
we determined the intended pronunciation based on the cue word eliciting the response, such that 
two different wordforms (i.e., nodes in the network) could be included if appropriate. Consistent 
with previous studies (e.g., Luce & Large, 2001; Vitevitch et al., 2014, 2016), the phonological 
associate data obtained in the present study had a majority of cue-response pairs that differed by 
one or two phonemes, and a positive correlation between cue word length and response word 
length (as measured by the number of phonemes). To create the network in the present study, the 
PAN contained nodes representing the cue and response words (N = 20,615) from the phonological 
association task. Edges were placed between cue-response pairs (N = 56,747).

The cue and response words/nodes from the phonological association task were also used to 
construct the 1PN. Note that there were 40 cue words shown to participants that did not elicit a 
response (see Supplementary Material), and were therefore not included in the 1PN (N = 20,575). 
Edges in the 1PN were placed between any two words that differed by one phoneme through addi-
tion, substitution, or deletion (Luce & Pisoni, 1998), similar to the construction of the phonological 



Castro and Vitevitch	 9

network reported in Vitevitch (2008). Note that the 1PN assumes any cue word responded to and 
any response made would exist in the mental lexicon. Thus, connections in the 1PN can be placed 
between any two words, regardless if they were both cue words, both response words, and partici-
pant-generated cue-response pairs.

The MPN was constructed using misperception data from Felty et  al. (2013). We briefly 
review the data here and refer readers to the original publication for more details. Participants 
were told that they would hear English words over headphones and were asked to identify them 
by typing the word that they heard. There was a total of 1,428 cue words, representing a range 
of word lengths, frequencies, and parts of speech, presented in noise (i.e., six-talker babble at 
one of three signal-to-noise ratios) across participants, which resulted in a total of 67,952 trials. 
Of these trials, 55.6% were correct (i.e., the participant provided the correct word response), and 
of the incorrect responses, only 26.7% were nonwords (27.1% if including foreign words as 
nonwords). In addition, incorrect responses tended to be phonologically similar to the cue word 
as measured by the one-phoneme metric, with the majority of incorrect responses being one or 
two phonemes different (Felty et al., 2013). To create the network in the present study, only the 
incorrect data were considered. The MPN contained nodes representing the cue and incorrect 
response words and nonwords (N = 16,457), and edges were placed between cue-response pairs 
(N = 20,116).

3.1.2 Network analysis.  Python was used to calculate Network Portrait Divergence (D; Bagrow & 
Bollt, 2019), which allowed us to assess how similar in structure two networks were to each other. 
For each network, a Network Portrait (Bagrow et al., 2008) is created, which is simply a matrix 
where the columns denote the number of nodes and the rows indicate the different path lengths 
between a pair of nodes from 1 (immediate connections) to the maximum diameter of the network. 
Several pieces of information can be obtained from the Network Portrait, including its degree dis-
tribution (i.e., the number of nodes that have each value of degree from 0 to the maximum node 
degree found in the network) and community structure, or subgroups of densely connected nodes. 
The amount of difference between networks can be quantified based on a comparison between two 
network portraits using Jensen–Shannon divergence. This measure of divergence (D) is determined 
by comparing the shortest path distributions encoded in each portrait, and is particularly sensitive 
to capturing topological features of the network. D ranges from 0 to 1, with values closer to 0 indi-
cating that the networks are more similar to each other and values closer to 1 indicating that the 
networks are more dissimilar from each other. One of the benefits of this network comparison 
approach is the ability to compare networks that vary in size (i.e., number of nodes and/or edges) 
and that do not overlap in nodes.

The “igraph” package (Csardi & Nepusz, 2006) in R was used to compute several structural 
measures on the individual networks. Specifically, we examined the distribution of nodes in vari-
ous locations of the network (giant component, island, or hermit); the average shortest path length, 
average clustering coefficient, and small-worldness (S; Humphries & Gurney, 2008) of the giant 
component of each network to assess small-world structure; fitting of a power-law function and 
exponential curve to the degree distribution of each network to assess the scale-free structure; 
Pearson correlations between the degree of a node and the degree of its connected nodes to assess 
mixing by degree patterns; and the Louvain method (Blondel et al., 2008) was used to determine 
the number of communities in the giant component of each network, along with the modularity (Q; 
Clauset et al., 2004) of those partitions. Table 1 provides a description of how these network meas-
ures are calculated. In addition to those measures of network structure, we assessed how the loca-
tion of words changed or remained the same across the networks with different definitions of 
phonological similarity, and calculated the Pearson correlation of the degree and clustering coef-
ficient of nodes across networks.
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Table 1.  Network Measure Description.

Network measure Description

Node Location The number and percentage of nodes residing in each of three possible 
locations were reported: the giant component, an island, or as a hermit. Recall 
that the giant component is the largest, connected group of nodes in the 
network. Islands are smaller, connected groups of nodes (also simply referred 
to as “components” in the network science literature). And, hermits are nodes 
that have no connection to any other node in the network (also referred to as 
“isolates” in the network science literature)

Community 
Structure

There are several ways to determine the community structure of a network, 
with the Louvain method commonly used (Blondel et al., 2008). In the Louvain 
method, modularity (or the partitioning of the network into communities) is 
optimized by considering the density of edges within a community compared 
to edges outside a community. This is an iterative process of placing nodes into 
different communities and assessing changes in modularity until a significant 
improvement in modularity is reached. Importantly, modularity values higher 
than .3 are indicative of significant community structure (Clauset et al., 2004).

Small-Worldness Small-world structure occurs when a network has a similar average shortest 
path length and larger average clustering coefficient than a comparably-sized 
random network (Watts & Strogatz, 1998), as determined by standard network 
analysis convention where differences in values greater than 1.5 times in 
magnitude indicate a significant difference. In addition, a statistical measure of 
small-worldness was also calculated following Humphries and Gurney (2008), 
with the following equation:

S
C C
L L
g

g
=

/
/

rand

rand

,

where C is a measure of network clustering based on transitivity for the 
network g and a comparably-sized random network rand, and L is the average 
shortest path length of the network g and a comparably-sized random network 
rand. S values greater than 1 indicate a small-world structure

Degree 
distribution

The degree distribution of a network is described by the best fitting line of 
the number of nodes with each unique value of degree on a log-log plot. Many 
networks exhibit power-law functions (Albert et al., 2000), but an exponential 
or truncated-exponential curve was identified in the phonological network of 
Vitevitch (2008; see also Arbesman et al., 2010). A network is said to have a 
scale-free structure if the degree distribution is the best fit by a power-law 
function

Mixing by degree Recall that there are three mixing by degree patterns: assortative mixing, 
disassortative mixing, and no mixing (Newman, 2003a). A Pearson’s correlation 
between the degree of a node and each of its neighbors was used to determine 
the mixing by degree pattern, such that a positive correlation indicates 
assortative mixing, a negative correlation indicates disassortative mixing, and 
zero correlation indicates no mixing. Assortative mixing by degree occurs 
when nodes with a high degree tend to be connected to other nodes with high 
degree. On the other hand, disassortative mixing by degree occurs when nodes 
with high degree tend to be connected to nodes with low degree. No mixing 
by degree indicates no pattern
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3.2 Results

3.2.1 Coarse topological structure.  Using Network Portrait Divergence (Bagrow & Bollt, 2019), we 
conducted pairwise comparisons between the PAN, MPN, and 1PN to assess whether their topo-
logical structures were similar or not. Divergence (D) ranges from 0 to 1, with values closer to 0 
indicating that the networks are more similar to each other and values closer to 1 indicating that the 
networks are less similar to each other. D was .599 when comparing the PAN and the MPN, .726 
when comparing the PAN and the 1PN, and .769 when comparing the MPN and the 1PN.

To better understand the Network Portrait Divergence results, we looked at several network 
measures individually. In what follows, we compare the networks on each of several network 
measures, highlighting key similarities and differences. Figure 1 provides a visualization of the 
same word, bloom, and its 1-hop neighborhood in each of the networks. Table 2 summarizes the 
network values for the location of nodes (giant component, island, or hermit), community struc-
ture, small-world structure, degree distribution, and mixing by the degree of the PAN, 1PN, and 
MPN. In addition, we include previously reported network values in Vitevitch (2008) and Siew 
(2013) for the previously reported phonological network of Vitevitch (2008) for comparison.

3.2.2 Specific network structure features
Location of Nodes.  The PAN and MPN had large giant components, such that the majority of 

the network was connected (98.2% and 97.2% of nodes, respectively). In contrast, the 1PN had a 
much smaller giant component (50.9% of nodes), with more nodes located in islands or as hermits 
than the PAN or MPN.

Community Structure.  The Louvain method (Blondel et  al., 2008) was used to determine the 
community structure of the giant component of each network. Modularity (Q) captures the quality 
of partitions in the network (Fortunato, 2010), with values greater than .3 indicative of significant 
community structure (Clauset et  al., 2004). All three networks exhibited community structure: 
PAN = .86, MPN = .89, and 1PN = .68. In addition, we found fewer communities in the 1PN than in 
the PAN and MPN. The 1PN had a total of 37 communities, ranging in size from 6 to 1,054 nodes 
(M = 283.27, SD = 324.99). The PAN had a total of 70 communities, ranging in size from 8 to 1,060 
nodes (M = 289.33, SD = 228.53). And, the MPN had a total of 98 communities, ranging in size 
from 57 to 454 nodes (M = 163.21, SD = 76.19).

Figure 1.  The 1-hop neighborhood of bloom in each network.
Note. The node for bloom is located in the center of each network. Gray nodes represent neighbors that are found in 
more than one of the networks, whereas black nodes represent neighbors found in only that specific network. 1PN: 
one-phoneme metric network; PAN: phonological association network; MPN: misperception network.
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Small-World Structure.  The conventional approach that considers the ratio of average shortest 
path length and average clustering coefficient of the observed and comparably sized random net-
works was used to determine if the networks exhibited small-world structure. The average shortest 
path length of the 1PN was 6.46. The PAN and MPN had larger average shortest path lengths, 9.80 
and 7.57, respectively. Note that even controlling for network size differences across the three 
networks (e.g., a ratio of path length to network size), these numerical differences remain. The 
average clustering coefficient varied across the three networks, with the 1PN having the highest 
average clustering coefficient (.16), followed by the PAN (.12) and the MPN (.007). The markedly 
smaller average clustering coefficient found in the MPN may be driven in part by the inclusion of 
nonword nodes, which would never be cues, limiting the ability of connections to exist between 
neighbors of a cue word. Regardless, all networks displayed similar average path lengths and 
larger average clustering coefficients than comparably sized random networks, indicating signifi-
cant small-world structure through the conventional approach.

Furthermore, we used a statistical approach (Humphries & Gurney, 2008) to assess the small-
worldness of the networks. In this approach, small-worldness (S) values greater than 1 are indica-
tive of a small-world structure. All of the observed networks in the present analysis had values 
greater than 1 (PAN = 724.79, 1PN = 1157.50, MPN = 48.15), indicating a significant small-world 
structure.

Scale-Free Structure.  The degree distribution of each network was examined to determine if the 
networks displayed a scale-free structure. The degree distribution data of each network was visual-
ized with a log-log plot fitted with a power-law function and an exponential curve (see Figure 2). 
Networks whose degree distribution is a better fit with a power-law function would be indicative 
of having a scale-free structure, with the exponential curve serving as a commonly used contrast. 
We used root-mean-square error (RMSE) values to indicate the best fit (i.e., smaller values indicate 
better fit), following previous approaches (e.g., Vitevitch, 2008). Specifically, the degree distribu-
tion of the MPN was the best fit by the power-law function (Y = .576x−2.085, RMSE = .03) than the 
exponential curve (Y = .046e−.156x, RMSE = .11). In contrast, the PAN was best fit by the exponential 
curve (Y = −.172e−.177x, RMSE = .03) than the power-law function (Y = 4.703x−2.616, RMSE = .64), as 
well as the 1PN (Y = .103e−.109x, RMSE = .02 and Y = 1.126x−1.768, RMSE = .12, respectively). Thus, 
only the MPN would be considered as having a scale-free structure.

Mixing by Degree.  We used a Pearson correlation between the degree of a node and the degree 
of its neighbors to determine the mixing by degree pattern of each network. The PAN and the 
1PN both displayed assortative mixing by degree as indicated by positive correlations. The PAN 
had a Pearson correlation r (56,515) = .44, p < .0001, and the 1PN had a Pearson correlation r 
(54,648) = .67, p < .0001. Recall that assortative mixing by degree occurs when high-degree nodes 
tend to connect to other high-degree nodes, and low-degree nodes tend to connect to other low-
degree nodes. In contrast, the MPN indicated a small, but significant, negative correlation indica-
tive of disassortative mixing by degree, r (20,114) = −.02, p = .009. Recall that disassortative mixing 
by degree occurs when high-degree nodes tend to connect to low-degree nodes, and low-degree 
nodes tend to connect to high-degree nodes.

3.2.3 Analysis of individual nodes across networks.  The previous network examinations focused on 
the topological features of the networks. In this set of analyses, we compared the network structure 
of an individual word across the PAN, 1PN, and MPN to provide additional information about how 
the different definitions of “phonological similarity” may influence the resulting network structure 
at the node level. Note that while the PAN and 1PN share almost all nodes (N = 20,575), the MPN 
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only overlaps in 6,481 words with the 1PN and PAN, limiting the dataset available for some of the 
following analyses.

Node Location across the PAN, 1PN, and MPN.  First, we examined the location of a word in each 
network (giant component, an island, or as a hermit), as well as how that location may have differed 
(or remained the same) between networks. The location of nodes can vary from one network to the 
next in several ways: from the giant component to an island (or vice versa), from the giant com-
ponent to a hermit (or vice versa), from an island to a hermit (or vice versa), or remain in the same 
location. We conducted this analysis for three specific, directional pairwise network comparisons: 
PAN → 1PN, MPN → 1PN, PAN → MPN. We acknowledge that comparisons can be bidirectional 
between the different networks, but we report these specific directional comparisons for simplicity. 
For each comparison, we considered only those nodes that overlapped between the networks being 
compared.Table 3 provides the proportion of nodes for each type of location change for the three 
pairwise network comparisons. One interesting, but perhaps not surprising, finding is the similar-
ity in proportion of node location changes between the PAN to 1PN and the MPN to 1PN. In both 
cases, a large proportion of nodes located in the giant component of the PAN and MPN were found 
as islands or hermits in the 1PN, reflecting the more stringent definition of a one-phoneme metric 

Figure 2.  Log-log plot of the degree distribution for the three networks: PAN, 1PN, and MPN.  
(a) Phonological association network (PAN), (b) misperception network (MPN), and (c) one-phoneme 
metric network (1PN).
Note. The power-law function is represented by the red (dotted) line and the exponential curve is represented by the 
blue (dashed) line.
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to determine similarity in the 1PN. In contrast, the majority of nodes remained in the same location 
when considering the PAN to MPN, in part an artifact of the naturally large giant components of 
these two networks.

Correlation of Node Degree across the PAN, 1PN, and MPN.  We next considered the degree of a 
word in each network by conducting pairwise Pearson correlations. Given the reduced word over-
lap of the MPN with the PAN and 1PN, this analysis conducted correlations only using the overlap-
ping 6,481 nodes. With the reduced dataset, the PAN had an average degree of 8.85 (SD = 7.08), 
ranging from 0 to 52. The 1PN had an average degree of 7.95 (SD = 10.41), ranging from 0 to 53. 
The MPN had an average degree of 3.51 (SD = 5.08), ranging from 0 to 37.

A Pearson correlation test indicated a positive correlation between the degree of a word in the 
PAN and the 1PN, r (6,479) = .61, p < .0001. However, a Pearson correlation test indicated no sig-
nificant relationship between the degree of a word in the MPN and the 1PN, r (6,479) = .01 p = .13, 
nor between the degree of a word in the MPN and the PAN, r (6,479) = .001, p = .89.

Correlation of Node Clustering Coefficient across the PAN, 1PN, and MPN.  Finally, we considered 
the clustering coefficient of a word in each network by conducting pairwise Pearson correlations. 
We again started with the reduced dataset, and then further removed words with a clustering coef-
ficient of 0 (i.e., hermit words or words with no clustering) or 1 (i.e., words with full clustering), 
resulting in a total of 317 words in the following analysis. With this further reduced dataset, the 
average clustering coefficient of words in the PAN was .18 (SD = .13), ranging from .01 to .90. The 
average clustering coefficient of words in the 1PN was .27 (SD = .09), ranging from .04 to .81. The 
average clustering coefficient of words in the MPN was .11 (SD = .14), ranging from .002 to .66.

A Pearson correlation indicated a negative correlation between the clustering coefficient of a 
word in the PAN and the MPN, r (315) = −.13, p = .019. However, a Pearson correlation indicated 
no significant relationship between the clustering coefficient of a word in the PAN and the 1PN, 
r (315) = .01, p = .82, nor between the clustering coefficient of a word in the MPN and the 1PN, 
r (315) = −.01, p = .85.

3.3 Discussion

A structural comparison of different types of phonological networks provided a means to under-
stand how different dimensions of phonological similarity might be represented in the mental 

Table 3.  Proportion of Nodes for Each Type of Location Change Between the PAN, the 1PN, and the 
MPN.

Type of Location Change PAN to 1PN MPN to 1PN PAN to MPN

Giant component to island 3,280 (15.9%) 913 (14.0%) 115 (1.8%)
Giant component to hermit 6,605 (32.1%) 1,567 (24.2%) 2 (.3%)
Island to giant component 113 (.5%) 34 (.5%) 45 (.7%)
Island to hermit 142 (.7%) 51 (.8%) 0 (.0%)
Hermit to giant component a 1 (< .01%) 8 (.1%)
Same location 10,435 (50.7%) 3,915 (60.4%) 6,311 (97.4%)

Note. Count (and percentage) of nodes in each category. The PAN and 1PN overlap in 20,575 words, whereas the 
MPN only overlaps in 6,481 words with the 1PN and PAN. 1PN: One-phoneme metric network; MPN: misperception 
network; PAN: phonological association network.
aThe hermit nodes of the PAN were not included as nodes in the 1PN; therefore, no comparison can be made.
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lexicon. We analyzed an “explicit” phonological network using data from a phonological associate 
task (PAN; see Supplementary Material) and an “implicit” phonological network using data from 
misperceptions of words heard in noise (MPN; Felty et al., 2013), and compared these networks to 
a network based on the computational, one-phoneme metric (1PN; see also Vitevitch, 2008).

Overall, we found that the only similarity across all three networks was small-world structure, 
indicating that these phonological structures were not random, despite differences in sources of 
data and dimensions of phonological similarity assessed (for a discussion of limitations in this 
approach, see Turnbull & Peperkamp, 2017). The remaining network structure features that were 
examined differentiated the three networks either as a function of the demands of the behavioral 
tasks that were employed or as a dimension of phonological similarity. Recall that while both the 
PAN and MPN were constructed using participant-driven data, we proposed that the PAN would 
capture an “explicit” dimension of phonological similarity and the MPN would capture an 
“implicit” dimension of phonological similarity. In contrast, the 1PN was constructed using the 
computational, one-phoneme metric, which could be viewed as an objective, albeit strict, compari-
son for the PAN and MPN.

The organization of nodes across the networks, as captured by the analyses of node location and 
community structure, was likely influenced by the demands of the behavioral tasks that were 
employed and contributed to the higher similarity scores in Network Portrait Divergence between 
the PAN and MPN. In particular, we found that the PAN and MPN had much larger giant compo-
nents with greater modularity in community structure than the 1PN. In addition, our consideration 
of node location change across networks supports the idea that weakly connected communities in 
the giant component of the PAN and MPN are likely to be represented as islands in the 1PN, lead-
ing to greater modularity in the PAN and MPN (i.e., weakly connected communities are easy to 
identify, thereby increasing modularity; Clauset et al., 2004). This topographical similarity between 
the MPN and PAN is most likely a consequence of the demands of the tasks used to generate the 
data (i.e., the association and misperception tasks). That is, participants were very likely to provide 
a response rather than no response, leading to a high rate of connections being placed in the net-
work (i.e., few hermits and islands). Indeed, similar topographical structures are also commonly 
seen in semantic free association networks, where the network is either fully connected (i.e., no 
hermits) or the network has a very large giant component (e.g., 96% of nodes; Steyvers & 
Tenenbaum, 2005). Therefore, although we find similarities in the topographical structure of the 
PAN and MPN, these similarities should be interpreted cautiously as evidence of a common defini-
tion or dimension of phonological similarity. Rather the similar topographical structures in the 
PAN and MPN may have emerged due to the demands of the laboratory-based tasks used to elicit 
(and indeed requiring) responses.

The other network structure features examined in this section differentiated the PAN and MPN, 
with the 1PN often aligning in directional effects with the PAN. The PAN and 1PN exhibited assor-
tative mixing by degree, whereas the MPN exhibited disassortative mixing by degree. The PAN 
and 1PN did not exhibit scale-free structure, whereas the MPN did exhibit scale-free structure. 
There was also a positive correlation between the degree of a node in the PAN and 1PN, whereas 
the degree of a node in the MPN did not correlate with the degree of a node in the PAN or 1PN. 
And finally, while the clustering coefficient of a node in the PAN and MPN did correlate, it was a 
negative correlation. These findings seem to indicate that the PAN may be capturing some features 
of the 1PN, perhaps related to the one-phoneme metric. Alternatively, though, it is important to 
remember that the MPN includes a small number of nonword nodes and limited overlap in real-
word nodes across networks, which may influence what was observed. In what follows, we briefly 
speculate on what differences in scale-free structure and mixing by degree may mean for phono-
logical representation.
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First, consider scale-free structure. Finding scale-free structure in the MPN indicates that there 
are a small number of nodes that have many connections and a large number of nodes that have few 
connections. This suggests that phonological misperception, while significant for a small set of 
nodes (i.e., they are easily confusable with other similar sounding words/nonwords), is perhaps 
more likely to be idiosyncratic and/or nonexistent for a large number of words/nonwords. 
Furthermore, the targeted removal of a highly connected node in the MPN is likely to lead to a 
fractured network (Albert et al., 2000; Barabasi & Albert, 1999), indicating that the connectivity of 
the MPN hinges on a small set of words/nonwords. In contrast, the PAN and 1PN did not exhibit a 
scale-free structure. These results suggest that some dimensions of “phonological similarity” may 
result in networks that are more resilient and less likely to fracture when the system is perturbed in 
some way (e.g., changes in the S/N ratio of words presented in noise, or placing participants in the 
phonological associate task under a cognitive load).

Next, consider mixing by degree. The MPN exhibited disassortative mixing by degree. This 
mixing pattern indicates that high-degree nodes tended to be connected to low-degree nodes, and 
vice versa. Upon closer inspection, over 77% of the nodes in the MPN had only one connection, 
and many of these nodes were nonword or inaccurate real word responses. Furthermore, the nodes 
with the most connections in the network tended to be cue words eliciting many misperceptions. 
These cue words tended to be long and of low word frequency, like quotidian and herbivorous. 
This finding suggests that only a small set of cue words that are unique in the language elicit mis-
perceptions. Those misperceptions are somewhat idiosyncratic (possibly due to individual differ-
ences in vocabulary or hearing acuity) and are unlikely to be responses to multiple cue words.

In contrast, the PAN and IPN exhibited assortative mixing by degree. This mixing pattern indi-
cates that high-degree nodes tended to be connected to other high-degree nodes, whereas low-
degree nodes tended to be connected to other low-degree nodes. In the 1PN, connections only exist 
when all but one phoneme between two words is maintained. Although there is more flexibility in 
the amount of overlap, the phonological associate task, used to construct the PAN, also requires 
participants to maintain some amount of phonological overlap between the cue and their response. 
Because of the preference for explicit phonological overlap between nodes in the 1PN and PAN, 
we should consider shared phonological sequences. It is well-known that there is a limited reper-
toire of phonemes for a given language and sequences of those phonemes are also limited in num-
ber due to the phonotactic rules of that language. Because of this, phonological sequences are 
going to be shared among words and, in particular, high probability sequences are likely going to 
be shared among many words (Vitevitch et al., 1999). Thus, since the PAN and 1PN have prefer-
ence for shared phonological overlap, it is not surprising to see assortative mixing by degree.

At this point, we recognize that there are limitations in all of the ways we have defined phono-
logical similarity in the present study, but it is striking that the one-phoneme metric appears to 
capture some of the “explicit” dimensions of phonological similarity, identified through compari-
son with the PAN, and some of the “implicit” dimensions of phonological similarity, identified 
through comparison with the misperception network. Furthermore, the PAN and MPN appear to 
capture different dimensions of phonological similarity, despite both relying on behavioral tasks. 
In the next section, we further examine how the different dimensions of phonological similarity as 
represented in the different network structures may account for lexical processing using behavioral 
data from two megastudies.

4  Testing network degree using behavioral data

One of the central tenets of network science is that the structure of a network influences processing 
on that network (Watts & Strogatz, 1998). In the present analyses, we examined how the different 
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dimensions of phonological similarity as represented in the different phonological networks we 
created might influence lexical processing. That is, do the three different network structures predict 
behavioral data in the same way? In this section, we tested the network measure of degree (referred 
to as neighborhood density in the psycholinguistic literature), given its long history of research in 
psycholinguistics (Vitevitch & Luce, 2016).

In spoken word recognition of English, research has shown that words with many phonological 
neighbors (i.e., high degree, or a dense phonological neighborhood) are responded to more slowly 
and less accurately than words with few phonological neighbors (i.e., low degree, or a sparse pho-
nological neighborhood; e.g., Luce & Pisoni, 1998; Vitevitch et al., 1999; Vitevitch & Luce, 1998, 
1999; Ziegler et al., 2003). In most of the previous studies, phonological neighbors were defined 
with the one-phoneme metric. To assess how the definition of neighborhood density/degree in our 
networks (PAN, 1PN, MPN) influenced processing, we compared those measures of the degree to 
behavioral data obtained for the same words in an auditory lexical decision task from the Auditory 
English Lexicon Project (Goh et al., 2020).

In visual word recognition (i.e., reading), research examining the influence of phonological 
neighborhood density on processing has found mixed results. For example, some studies have 
found that words with many phonological neighbors (i.e., high degree, or a dense phonological 
neighborhood) are responded to more quickly and accurately than words with few phonological 
neighbors (i.e., low degree, or a sparse phonological neighborhood; e.g., Yates et al., 2004, 2008), 
and others have found interactions of phonological and orthographic neighborhoods (e.g., Grainger 
et al., 2005). To assess how the definition of neighborhood density/degree in our networks (PAN, 
1PN, and MPN) influenced processing, we compared those measures of degree to behavioral data 
obtained for the same words in a visual lexical decision task from the English Lexicon Project 
(ELP; Balota et al., 2007).

4.1 Method

4.1.1 Lexical decision data.  We obtained data from the Auditory ELP (AELP; Goh et al., 2020), an 
openly available database containing auditory lexical decision reaction times. AELP data (for 
responses to the American English speakers) were extracted on 14 February 2020. We also obtained 
data from the ELP (Balota et al., 2007), an openly available database containing visual lexical deci-
sion reaction times. ELP data were extracted on 2 January 2020.

We limited our data extractions to those words that overlapped across the PAN, 1PN, and 
MPN, and with the ELP database (n = 4,656 words). We obtained several variables for the 
words from the ELP database: SUBTLEX word frequency, age of acquisition, orthographic 
neighborhood size (given its study in previous lexical decision studies), number of letters (used 
in the ELP analysis), number of phonemes (used in the AELP analysis), and the network meas-
ure of degree (or neighborhood density) based on each of the three networks (PAN, 1PN, and 
MPN). Because the 1PN is an undirected, unweighted network, we chose to obtain the undi-
rected, unweighted degree of words in all three networks for consistency. Furthermore, note 
that there was missingness for word frequency and age of acquisition, leading to exclusion of 
101 words, reducing the visual lexical decision dataset to 4,555 words. Finally, although all of 
the 4,555 words were found in the ELP database, only 3,036 of those words were found in the 
AELP database, further reducing the number of words we analyzed for auditory lexical 
decision.

For our dependent measure of lexical decision reaction time, we extracted the z-scored variable 
provided in the databases. This z-scored reaction time variable takes into consideration within-
subject variability in responding (Balota et al., 2007). In addition, we followed a commonly used 
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procedure in analyzing lexical decision data, considering only correct responses and excluding 
responses if the reaction time was < 200 or > 3000 ms.

Our primary predictors of interest were the three measures of degree: PAN, 1PN, and MPN 
degrees. For the visual lexical decision analysis, the PAN degree ranged from 1 to 52 (M = 10.42, 
SD = 7.47), the 1PN degree ranged from 1 to 53 (M = 10.66, SD = 10.86), and the MPN degree 
ranged from 0 to 35 (M = 3.41, SD = 4.77). For the auditory lexical decision analysis, the PAN 
degree ranged from 1 to 52 (M = 12.42, SD = 7.32), the 1PN degree ranged from 1 to 52 (M = 11.05, 
SD = 10.95), and the MPN degree ranged from 0 to 26 (M = 3.72, SD = 4.71). All degree measures 
were z-scored.

As control predictors, we also extracted from the respective databases the reported values of 
SUBTLEX word frequency, age of acquisition, number of letters (only for the visual lexical deci-
sion reaction time model since stimuli are presented visually), number of phonemes (only for the 
auditory lexical decision reaction time model since stimuli are presented aurally), and orthographic 
neighborhood size. All control predictors were z-scored. While a host of other variables could have 
been included as control predictors, we focused on these commonly studied and influential varia-
bles to lexical decision in this exploratory analysis. Included in Appendix 1 is a correlation matrix 
of all predictors.

4.1.2 Statistical analysis.  We conducted crossed-effects mixed modeling to assess the influence of 
degree on predicting lexical decision reaction using R (R Core Team, 2020) and the “lme4” pack-
age (Bates et al., 2015). We conducted two sets of model-building procedures: one predicting audi-
tory lexical decision reaction time using data from the AELP and one predicting visual lexical 
decision reaction time using data from the ELP. We used χ2 tests to compare models in our model 
building procedure, starting with a model of only psycholinguistic control variables, then models 
adding a single degree measure at a time, and finally a model including all three measures of 
degree simultaneously.

In addition to reporting the standard output for our final models, we include the variance infla-
tion factor (VIF) for each tested variable (Gareth et al., 2013). The VIF indicates how much a vari-
able correlates with the other variables in the model. A rule of thumb guideline provided by Gareth 
et al. (2013) indicates that variables with a VIF between 5 and 10 should be considered for removal 
and a VIF greater than 10 must be removed due to high multicollinearity.

4.2 Results

Table 4 provides the model comparisons for the visual lexical decision and auditory lexical deci-
sion data. For visual lexical decision, all models including only one of the phonological neighbor-
hood degrees significantly improved model fit compared to the baseline model with only the 
psycholinguistic control predictors (all ps < .01). In addition, the full model including all of the 
phonological degree measures simultaneously also improved model fit as compared to the baseline 
model, despite correction for inclusion of more predictors, χ2 (3) = 121.45, p < .0001. For auditory 
lexical decision, of the models including only one phonological degree, only the model including 
the 1PN phonological degree measure significantly improved model fit as compared to the baseline 
model, χ2 (1) = 84.47, p < .0001. In addition, the full model including all of the phonological degree 
measures simultaneously also improved model fit as compared to the baseline model, despite cor-
rection for inclusion of more predictors, χ2 (3) = 99.25, p < .0001.

Table 5 provides the full model for each lexical decision task, which includes the psycholinguis-
tic control predictors and all three phonological network degree measures. For the visual lexical 
decision task, all phonological network degree measures were significant. For PAN degree, words 
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with higher degree were responded to more quickly than words with lower degree, β = −.418, 
t = −10.078, p < .0001. For 1PN degree, words with higher degree were responded to more slowly 
than words with lower degree, β = .319, t = 6.237, p < .0001. For MPN degree, words with higher 
degree were also responded to more slowly than words with lower degree, β = .11, t = 3.727, 
p = .0001. All VIFs were below 5, which represents a low correlation of that variable with the other 
variables in the model (Gareth et al., 2013).

For the auditory lexical decision task, only the PAN and 1PN network degree measures were 
significant. For PAN degree, words with higher degree were responded to more quickly than words 
with lower degree, β = −.035, t = −3.845, p = .0001. For the 1PN degree, words with higher degree 
were responded to more slowly than words with lower degree, β = .124, t = 10.025, p < .0001. All 
VIFs were below 5, which represents a low correlation of that variable with the other variables in 
the model (Gareth et al., 2013).

4.3 Discussion

Our results for 1PN degree are consistent with previous studies of spoken word recognition in 
English: words with many one-phoneme metric neighbors are responded to more slowly than 

Table 5.  Model Outputs Predicting Auditory and Visual Lexical Decision Reaction Times From Control 
and Network Degree Predictors.

Visual lexical decision

  β SE t p VIF

Controls predictors
  (Intercept) −.402 .004 −87.011 <.0001  
  Word frequency −.111 .004 −26.135 <.0001 1.990
  Age of acquisition .086 .004 21.252 <.0001 1.800
  Number of phonemes .035 .004 8.557 <.0001 1.916
  Orthographic neighborhood size .002 .004 .435 .663 2.593
Degree predictors
  PAN degree −.418 .004 −10.078 <.0001 1.934
  1PN degree .319 .005 6.237 <.0001 2.951
  MPN degree .011 .003 3.727 .0001 1.030

Auditory lexical decision

  β SE t p  

Controls predictors
  (Intercept) −.393 .118 −33.121 <.0001  
  Word frequency −.068 .008 −7.890 <.0001 1.850
  Age of acquisition .052 .008 6.024 <.0001 1.859
  Number of letters .060 .008 6.843 <.0001 1.965
  Orthographic neighborhood size .007 .010 .727 .466 2.701
Degree predictors
  PAN degree −.035 .009 −3.845 .0001 2.181
  1PN degree .124 .012 10.025 <.0001 3.856
  MPN degree .0001 .006 .026 .978 1.006

Note. 1PN: one-phoneme metric network; MPN: misperception network; PAN: phonological association network;  
VIF: variance inflation factor.
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words with few one-phoneme metric neighbors. A small, but statistically significant effect was also 
found for 1PN degree on visual lexical decision reaction time: words with many one-phoneme 
metric neighbors were responded to more slowly than words with few one-phoneme metric neigh-
bors. This result contrasts with the previous findings where words with many phonological neigh-
bors were responded to more quickly and accurately than words with few phonological neighbors 
(Yates et al., 2004, 2008). The different findings for visual lexical decision in the present analysis 
compared to a previous study may, in part, be influenced by other characteristics of the words that 
were analyzed in the present case compared to the set of words used in previous studies (see 
Grainger et al., 2005).

We also found that PAN degree had a significant influence on both auditory and visual lexical 
decision reaction times. In both cases, words with many phonological neighbors were responded 
to more quickly and accurately than words with few phonological neighbors. This finding may 
seem to contradict the influence found for 1PN degree, but it is important to recall the demands of 
the lexical decision task. To complete the task, a participant must only decide whether a stimulus 
is a word (or not). Lexical access to a specific word is not necessarily required for the participant 
to respond. That is, a participant only needs enough “evidence” that the stimulus is a word to make 
a decision. Given this, one can hypothesize that perhaps the influence of PAN degree reflects this 
process of having sufficient evidence to make a quick decision. That is, target words with many 
phonological associate neighbors have more converging evidence from a greater variety of words 
(e.g., neighbors can differ by more than one phoneme, neighbors could share morphology), leading 
to quick reaction times for words with many neighbors, compared to target words with few phono-
logical associate neighbors.

Finally, we show only a small, but significant effect of MPN degree in visual word recognition, 
but no influence of MPN degree in auditory lexical decision. We recognize the hazards associated 
with interpreting null results, but we consider the possibility that the dimension of phonological 
similarity captured by misperceptions may be more acoustic- and perception-based than the other 
metrics evaluated here. As such, influences of this dimension of phonological similarity may only 
be observed in tasks that are more perceptual in nature, such as the auditory repetition task (where 
a participant only needs access to the phonological system but not necessarily the lexicon as they 
repeat out loud the stimulus that is presented) rather than a lexical decision task which taps into 
more cognitive/lexical levels of processing.

Regarding the influence of MPN degree on visual word recognition, reaction times were 
slower for target words with many misperception neighbors than for target words with few mis-
perception neighbors. In this case, the acoustic dimension of phonological similarity captured by 
this definition of neighbor may reflect varying amounts of confusion in simply perceiving the 
stimulus. Given that phonological processing influences visual word recognition quite early on 
(Braun et al., 2009), words with many misperception neighbors will have increased perceptual 
confusion and uncertainty about whether the stimulus is a real word or a nonword and, therefore, 
longer reaction times in the visual lexical decision task. For words with few misperception neigh-
bors, the confusion and uncertainty are only about whether X or Y was heard, but given that both 
X and Y are real words, a rapid decision (i.e., shorter reaction times) can be made in the visual 
lexical decision task.

The present results demonstrate that the structure of the different phonological networks indeed 
affected lexical processing in some way (Watts & Strogatz, 1998). Interestingly, while the 1PN and 
PAN networks had similar overall structures and degrees of a word in the 1PN and PAN were posi-
tively correlated, those network structures had different influences on lexical processing in the 
auditory lexical decision task and visual lexical decision tasks, such that PAN degree had a facilita-
tory effect (i.e., faster reaction times) and 1PN degree had an inhibitory effect (i.e., slower reaction 
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times). In addition, the MPN structure only had a significant inhibitory effect in the visual lexical 
decision task (no effect of MPN was found in the auditory lexical decision task). We believe the 
different effects on lexical decision reaction times reflect the fact that the different phonological 
networks capture different dimensions of phonological similarity (e.g., perceptual, cognitive, etc.).

5  General discussion

The mathematical tools of network science have been increasingly used in the Cognitive Sciences 
to shed new light on a number of traditional questions about cognition and to spark novel research 
in new areas of investigation that were previously not possible without these tools (Castro & Siew, 
2020; Vitevitch, 2019). The present study further highlights how network analyses can inform us 
about different dimensions of phonological similarity, how those different dimensions result in dif-
ferences in the way lexical representations are organized in memory, and the influence that such 
structures have on processing.

We compared the structure of three phonological networks that captured different dimensions 
of “phonological similarity.” We analyzed an “explicit” phonological network derived from pho-
nological associate data (see Supplementary Material), an “implicit” phonological network 
derived from the identification of words heard in noise data (Felty et al., 2013), and a computa-
tional phonological network derived from the one-phoneme metric (Vitevitch, 2008). A coarse 
topographical comparison of the networks using an information-theoretic technique indicated 
that the PAN and MPN were more similar to each other than to the 1PN, largely driven by their 
large giant components and significant modularity in community structure. However, upon 
closer examination of a variety of network measures and analyses, the 1PN and PAN networks 
were more similar to each other than they were to the MPN. Specifically, the 1PN and PAN net-
works exhibit small-world structure and assortative mixing by degree did not exhibit a scale-free 
structure and had positive correlations between the degree and clustering coefficient of a node in 
each network.

Several recent reports have questioned what a phonological network based on the one-phoneme 
metric is actually representing (cf., Brown et al., 2018; Vitevitch & Mullin, 2021). It has been sug-
gested that some structural features of networks may be artifacts of the one-phoneme metric (e.g., 
small-world structure and clustering coefficient), while other structural features are actually due to 
cognitive, organizing principles (e.g., assortative mixing by degree; Stella & Brede, 2016a; 
Turnbull & Peperkamp, 2017). The present results, however, challenge the assertion that the struc-
tural features of phonological networks are artifacts of the one-phoneme metric. Given that the 
network derived from the one-phoneme metric shared many topological features with a phonologi-
cal network formed from participant-provided phonological associates and with a network based 
on misperceptions of words heard in noise, it is unclear how those same network features could be 
due simply to the one-phoneme metric. Furthermore, the beta weight of the 1PN network in the 
auditory lexical decision task attests to the ability of this metric to account for the largest amount 
of variance in the lexical decision data compared to each of the other two ways of defining phono-
logical similarity. Therefore, we instead posit that there may be different dimensions of phonologi-
cal similarity and that the one-phoneme metric may simply be an imperfect way to capture some 
but not all aspects of those different dimensions.

Furthermore, we used data from independent psycholinguistic megastudies to ascertain whether 
different ways of defining phonological similarity in a network influence language processing. We 
considered the impact of a commonly studied measure, degree/neighborhood density, on auditory 
and visual lexical decision reaction times. We found that 1PN and PAN degrees had opposing 
effects in both lexical decision tasks; 1PN degree had an inhibitory effect (i.e., slower reaction 
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times as the degree increased), while PAN degree had a facilitatory effect (i.e., faster reaction times 
as degree increased). In contrast, MPN degree only had a significant, inhibitory effect on the visual 
lexical decision task.

Taken together, our results indicate that the PAN, and to a lesser extent, the MPN capture some 
aspects of the one-phoneme metric while providing novel dimensions of phonological similarity. 
Prior consideration of the number of phonemes different between cues and responses in both the 
phonological association and misperception datasets indicates that responses tend to be one or two 
phonemes different (see Supplementary Material and Felty et al., 2013). Yet, we find key differ-
ences between the structure and the impact of those structures on processing between the PAN, 
MPN, and 1PN degrees.

We acknowledge that there are limitations in the present study. First, the methods of network 
construction (e.g., what defines a node or an edge) influence the resulting structure. The MPN 
network included nonword nodes. Although these nodes would not appear in the 1PN or PAN, we 
retained them because they provide valuable information about how phonological similarity would 
be defined in this implicit dimension of similarity. Furthermore, the PAN and MPN require partic-
ipant-generated responses which may not fully encompass all words in a person’s lexicon, result-
ing in a potentially skewed, observed network. Second, the networks do not share identical nodes, 
which may impact the overall structure of each network and limit our ability to directly compare 
words across networks (e.g., as seen in the reduced set of words that could be analyzed with the 
megastudy data). However, our results highlight the importance of considering multiple phono-
logical similarity methods to fully understand the different dimensions of similarity (e.g., acoustic, 
perceptual, cognitive, etc.) that may be represented in the mind. These results also highlight that 
further work is needed to better control these factors. In what follows, we consider the pros and 
cons of using a PAN and an MPN and conclude by proposing a novel approach to assessing multi-
ple dimensions of phonological similarity and their interactions simultaneously.

5.1 Considerations for using phonological association and misperception networks

First, the present results suggest that phonological associate data may capture cognitive and lin-
guistic dimensions of phonological similarity. There are several benefits of using an association-
based network, including the ability to consider the weighting and directionality of cue-response 
pairs and the ability to construct person-specific networks. For example, individualized semantic 
and phonological networks may be particularly important for developing diagnostic protocols and 
language interventions (Borge-Holthoefer et al., 2011; Neergaard et al., 2019; Vitevitch & Castro, 
2015; Zemla & Austerweil, 2018). Given the important role that assortative mixing by a degree 
may have in network resilience, it might be useful to measure how this association metric changes 
in an individual prior to experiencing aphasia (i.e., an acquired language impairment that primarily 
disrupts the accessibility of words in memory; Mirman & Britt, 2014) or semantic dementia (i.e., 
where the concomitant language impairment occurs primarily due to the degradation of word rep-
resentations from memory), and during the course of the condition. Other network measures, such 
as various centrality measures, might be used to target certain sets of words for therapy to partially 
restore communicative abilities in individuals affected by aphasia (Castro et al., 2020; Castro & 
Stella, 2019). Individualized language networks may indeed prove to be a new and exciting fron-
tier for research on language networks (Neergaard et al., 2019; Zemla et al., 2016), but critically 
require participant-provided data.

Drawbacks to utilizing association-based networks, however, include the significant amount of 
data required to obtain stable estimates of weighting and directionality. In the study reported in the 
Supplementary Material that was used to generate the PAN network we analyzed, there was a 
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significant proportion of cue-response pairs that were generated by only one participant (76.8%), 
and there was only one wave of data collection, limiting the ability to fully consider certain net-
work measures, like in- versus out-degree. The present analyses provide a starting point for consid-
ering phonological similarity using associations generated by participants. However, given that the 
structure of the PAN had similar structural features (e.g., small-world structure, degree distribu-
tion, assortative mixing by degree) to networks constructed using a much simpler computational 
metric of phonological similarity (i.e., the one-phoneme metric) that has been well-established in 
the psycholinguistic literature, the additional time, effort, and expense required to generate such a 
database of associates (e.g., De Deyne et al., 2019) does not make for a favorable cost–benefit 
ratio.

Second, the present results also suggest that misperception data may capture acoustic/phonetic/
perceptual dimensions of phonological similarity. As with phonological association data, misper-
ception data provides some information on weighting and directionality that is not provided in the 
1PN network (i.e., the network constructed using the one-phoneme metric). Misperception data 
may also provide important insights into certain speech-language disorders, such as hearing loss of 
various types (e.g., Kaiser et al., 2003), and captures information about confusability. However, 
like the association-based networks, misperception data also suffer from the need of a significant 
amount of data to obtain stable estimates of weighting and directionality, making for an unfavora-
ble cost–benefit ratio.

5.2 A new method to capture dimensions of phonological similarity

One solution for advancing research on language processing is to continue to use the widely used 
one-phoneme metric. It has well-known shortcomings but captures some aspects of the different 
dimensions of phonological similarity. Alternatively, yet another increasingly more complex met-
ric could be developed to address some of those shortcomings.

Rather than continue to use an imperfect metric or develop a more complex but still imperfect 
metric that loses some potentially useful information, we instead advocate for future research to 
use the tools of network science to combine the PAN and the MPN into a multi-layered network 
(Battiston et al., 2017; De Domenico et al., 2013). A multilayered network (sometimes called a 
network of networks) has two or more layers of nodes, in this case words, that are connected in one 
layer based on one type of relationship (e.g., phonological association) and are connected in another 
layer based on a different type of relationship (e.g., misperceptions). Such an approach would not 
only retain both types of information and both dimensions of phonological similarity but could 
allow us to add a layer (or several layers) of words to capture other aspects of phonological similar-
ity, as well as semantic relationships between words to better account for how phonological and 
semantic information interact during various language processes.

This direction is ambitious, but some progress has already been made in connecting phonologi-
cal and semantic networks to increase our understanding of language acquisition (Stella & Brede, 
2016b; Stella et al., 2017) and word retrieval (Castro et al., 2020; Castro & Stella, 2019). In these 
works, a multiplex network (a specific type of multilayered network where the nodes are identical 
across layers) is composed of either three or four layers, with some layers representing different 
aspects of semantic relationships between words (e.g., free association, synonyms) and another 
layer representing phonological similarity between words (i.e., one-phoneme metric). Critically, 
Castro et al. (2020) provide evidence supporting a hypothesis that semantic and phonological lay-
ers may contribute separately and interactively during word retrieval, highlighting the importance 
of considering multiple word-word similarity relations simultaneously to better account for the 
structure and processes of the mental lexicon. Other computational and neural network models also 
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represent multiple linguistic systems simultaneously, including Dell’s (1986) Interactive Activation 
model, Nadeau’s (2012) Parallel Distributed Processing model, and Baayen et al.’s (2019) Linear 
Discriminative Lexicon model.

What the network science approach provides beyond adding more linguistic domains is the pos-
sibility to bridge the abstract representations in the mind to the physical structures in the brain, 
much like abstract social networks emerge via various social media platforms through the various 
layers of physical telecommunication networks such as fiber optic cables (Vitevitch, 2019). That 
is, layers in the network could capture the structure of physical aspects of the brain (e.g., groups of 
neurons or regions in the brain) and bridge them to abstract aspects of the mental lexicon (e.g., 
word–word similarity relations) to account for the dynamical processes that occur within and 
between layers. Such an approach to connecting social networks and brain networks has already 
been demonstrated (Baek et  al., 2021; Falk & Bassett, 2017; Weaverdyck & Parkinson, 2018), 
providing a framework for this approach to connect mental lexicon networks and brain networks. 
Although additional evidence is needed to test the viability of the multilayered network approach, 
this direction could significantly move the Psychological and Neurosciences forward (and closer 
to each other) and increase our understanding of various psychological processes.
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Appendix 1.  Correlation Matrix of Model Predictors.

MPN_D PAN_D 1PN_D WF AOA NPhon NLet

MPN_D  
PAN_D .024  
1PN_D .044* .674***  
WF .018 .475*** .339***  
AOA .022 −.448*** −.359*** −.642***  
NPhon −.053** −.470*** −.679*** −.331*** .392***  
NLet −.055** −.472*** −.648*** −.318*** .370*** .855***  
OND .022 .601*** .785*** .286*** −.329*** −.561*** −.646***

Note. 1PN_D: one-phoneme metric network degree; AOA: age of acquisition; MPN_D: misperception network degree; 
NLet: number of letters; NPhon: number of phonemes; OND: orthographic neighborhood density; PAN_D: phonological 
association network degree; WF: word frequency.
* < .05, ** < .01, *** < .001.
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